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Abstract 48 

Porosity-dependent models can be used to predict the effective thermal conductivity (ETC) of 49 

particulate materials. However, they cannot directly account for microstructural features such as particle 50 

connectivity and interparticle contact area. Complex network theory can be used to extract network 51 

features as microstructural characteristics. However, these features have not been used to study heat 52 

transfer. In this work, both contact network and thermal networks are constructed for mono-disperse 53 

and poly-disperse sphere packings. Network features are extracted using complex network theory and 54 

machine learning techniques are applied to investigate the correlation between these features and the 55 

ETC. The most relevant thermal and contact network features for predicting thermal conductivity are 56 

identified. The network features capturing both interparticle connectivity and contact quality, such as 57 

"weighted degree", show high correlation with ETC. Furthermore, random forest regression results 58 

show that involving multi-network features in a model enhance the accuracy in predicting ETC. 59 

Keywords: Complex network theory; Graph theory; Heat transfer; Machine learning, 60 

Microstructure.  61 
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1 Introduction 62 

Heat transfer in geomaterials is a dominant process in the design and construction of various 63 

engineering applications including geothermal engineering [1], petroleum engineering [2], carbon 64 

dioxide geology storage [3] and radioactive waste disposal [4]. The thermal conductivity λ is a key 65 

parameter used to describe and quantify heat transfer processes commonly encountered in many of the 66 

above applications. Hence, understanding and being able to accurately estimate the effective thermal 67 

conductivity (ETC) of geomaterials are of great importance. 68 

Models [5-13] used to predict the ETC of static granular materials can be roughly classified into two 69 

types: mixing-law models and packing structure models. Mixing-law models combine the thermal 70 

conductivity of the different phases found in the materials based on solid volume fraction or porosity to 71 

estimate an overall ETC. Examples of models related to the volume fractions of the solid are series 72 

models [14], parallel models [14] and geometric mean models [15]. Porosity-dependent models are 73 

summarised by Abdulagatova et al. [11]. However, solid volume fraction and porosity are 74 

characteristics at the sample scale, leading mixing-law models to potentially neglecting the effect of 75 

microstructure [5, 16-19]. Most of these models can be used only within certain limited ranges of 76 

porosity. They are rarely valid for the entire (wide) porosity range encountered in materials, especially 77 

for materials with large solid-fluid thermal conductivity ratio ( λs/λf → ∞ ) [11]. For instance, 78 

Maxwell’s model [20] is proposed to predict the ETC of randomly distributed and non-interacting 79 

spheres packings with large porosity. Modifications are required, though, for the model to be valid for 80 

medium porosity [21] and low porosity materials [22].  81 

As an alternative, packing structure models are employed to predict ETC by replacing porosity with 82 

certain structural characteristics. A better understanding of the microstructure in granular materials can 83 

also assist in designing artificial (granular) materials [23-25]. Batchelor and O’Brien [26] found that 84 

heat flux was related to the minimum gap between particles and the mean of the particles’ local 85 

curvature. Finney [27] introduced a method to measure particle connectivity using Voronoi tessellation 86 

and Cheng et al. [28] proposed two models based on the connectivity of particles. These models are 87 

valid in a wide range of solid-fluid thermal conductivity ratios. However, these works were performed 88 

based on mono-sized sphere packings. Later, Siu and Lee [29] investigated dry simple cubic (SC), body-89 

centered cubic (BCC) and face-centered cubic (FCC) packings and found that the ETC of a disperse 90 

sphere packing bed was related to one of these structures and had a linear relationship with contact 91 

radius ratio (the ratio of contact radius to particle radius) under the chosen structure. However, to use 92 

these models for other granular materials, one must first match their porosity and microstructure to the 93 

closest of SC, BCC or FCC and estimate the contact radius ratio of these materials before using the 94 

proposed relationship. Therefore, parameters are required to characterise the microstructure of granular 95 

materials and their correlations with ETC need to be investigated. 96 
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Complex network theory is available to characterise the microstructure and connectivity based on 97 

the network built according to the topology of a material [30, 31]. A network is a collection of nodes 98 

that are linked by edges. Different networks can be constructed and the meanings of nodes and edges 99 

change along with the type of the network. For example, in a pore network, a node is created to represent 100 

a pore and an edge represents a pore throat connecting them [32]. In a contact network, each node 101 

indicates a particle and an edge connects two nodes when two particles are in contact [31]. Newman 102 

[33] reviewed the theory, development and applications of complex network theory. Tools arising from 103 

complex network theory have the advantage of capturing succinct, inherent multi-scale properties to 104 

present the structure, topology, dynamics and functionality of the network [34].  105 

In geotechnical engineering, complex network theory has been applied to investigate the behaviours 106 

of granular materials such as mechanical stability and fluid flow. Russell et al. [35] proved that contact 107 

networks and pore networks contained important information about the jamming-unjamming dynamics 108 

and preferential paths in a deforming granular material, respectively. van der Linden et al. [31] 109 

quantified the connectivity of the pores and particles using a pore network and a particle contact network, 110 

respectively, and then applied machine learning techniques to study their correlations to fluid flow. The 111 

network features extracted from a contact network may be correlated well to heat transfer because heat 112 

conducts primarily through the contact area between particles. However, heat also conducts through 113 

small gaps [13] between particles and this gap is not considered in a classical contact network. A 114 

thermal network that considers these small gaps or ‘near contacts’ was built [36, 37] to compute the 115 

ETC of sphere packings. Although contact networks and thermal networks have been built for spherical 116 

granular materials, complex network theory has not been employed to extract microstructure and 117 

connectivity features and to characterise heat transfer in granular materials. 118 

This work aims to identify the most relevant network features for predicting ETC in dry granular 119 

materials. Firstly, mono-disperse and poly-disperse sphere packings are generated using a discrete 120 

element method (DEM) and networks representing these packings are derived. Then the network 121 

features and ETC of each packing are computed with complex network theory and the finite element 122 

method, respectively. Network features are computed both for the contact network and the thermal 123 

network. Machine learning techniques are then employed to investigate the correlation of network 124 

features with the ETC. Next, the importance of individual network features to the ETC for mono-125 

disperse and poly-disperse packings are analysed. The general performance of network features on all 126 

samples is also investigated. 127 

2 Methods  128 

A framework that integrates several techniques is proposed to identify the most relevant physical 129 

variables and (new) network features affecting heat transfer in granular materials using complex 130 

network theory (Fig. 1). In step 1, DEM is used to generate synthetic mono-disperse and poly-disperse 131 
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sphere packings. These various packings are used both to compute the ETC via the finite element 132 

method in step 2 and to construct networks and extract network features using complex network theory 133 

in step 3. Then, the calculated features are collected in step 4 and used in several machine learning 134 

algorithms to select the ‘best fit’ model for each feature in step 5. Finally, the importance of the features 135 

is analysed and compared in step 6. The details of each component in this framework are discussed in 136 

the following subsections. 137 

 138 

 139 
Fig. 1 Mono-disperse and poly-disperse sphere packings are generated in step 1. Heat transfer is 140 

simulated using the finite element method to calculate the effective thermal conductivity (ETC) in 141 

step 2. In step 3, a contact network and a thermal network are constructed for each packing; then 142 

complex network theory is used to extract network features. In step 4, classic physical parameters, 143 

network features and ETC are collected. Machine learning techniques are used to select the proper 144 

model for each feature to find its correlation coefficient with ETC in step 5. Finally, the relative 145 

importance of each feature is computed and compared. 146 
 147 

2.1 Discrete element modelling 148 

Numerical mono-disperse and poly-disperse assemblies are constructed using the PFC software [38]. 149 

Spheres are assembled in a cubic box with dimensions of 10 × 10 × 10 𝑚𝑚𝑚𝑚 . Twenty-four mono-150 

disperse and twenty-four poly-disperse packings are generated using the parameters shown in Table 1. 151 

The porosity in PFC can be used as an input parameter to generate each assembly. The friction 152 

coefficient is selected as zero in this work to enhance the particle rearrangement. Spheres in dense 153 

mono-disperse packings may overlap to simulate changing interparticle contact area [36, 39] which is 154 
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important in heat transfer. Representative element volume (REV) subsamples with dimensions of 155 

4.55 × 4.55 × 4.55 𝑚𝑚𝑚𝑚 are sampled from the centre of the assemblies. The selected REV size results 156 

in a REV/D50 ratio of 7.6×7.6×7.6 which is larger than 5.8×5.8×3 as previously suggested in paper [39] 157 

and 7.1×7.1×3.6 used in paper [40]. The total number of particles in our model (~280) is almost three 158 

times the value recommended by Kanit et al (2003) [41]. Examples of the assemblies of mono-disperse 159 

and poly-disperse packings are shown in Fig. 2. 160 

 161 
Table 1 Simulation parameters used in PFC 162 

Grain shape Spherical 

Density [kg/m3] 2550 

Local damp coefficient 0.7 

Friction coefficient 0 

Grain radius [mm] 
0.3 for mono-disperse packings 

0.1-0.5 for poly-disperse packings 

Porosity 0.14-0.35 

 163 

 164 
Fig. 2 Sphere packings are generated in PFC (a) mono-disperse packing, (b) poly-disperse packing. 165 

Both of the two packings have the porosity of 0.28. 166 

2.2 Finite element simulation 167 

The geometry of each sample constructed with PFC is imported into Simpleware ScanIP [42] to 168 

generate finite element meshes. A mesh size sensitivity analysis was conducted in previous related 169 

works by the authors [43, 44] to ensure that the computed ETC convergences to an asymptotic value. 170 

In this work, the mesh comprises 9,516,529 tetahedral elements as shown in Fig. 3 (a). The number of 171 

the elements across the particle (average) diameter is approximately 28. The selection of  D50/(mesh 172 

size) ≈28 larger than that in simulating fluid flow in heterogeneous sandstone (D50/(mesh size) ≈ 10 as 173 

suggested in paper [45] and 17.6 as suggested in paper [46]) and in simulating heat transfer (D50/(mesh 174 

size) ≈ 17 in paper [39]. As a result, the mesh size selected here is considered small enough for 175 
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computing a reasonable accurate thermal conductivity. Once created, the finite element meshes are 176 

transferred to COMSOL Multiphysics [47] to simulate heat transfer by solving [48] :   177 

 𝜌𝜌𝜌𝜌
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

+ 𝜌𝜌𝜌𝜌𝜌𝜌 ⋅ 𝛻𝛻𝛻𝛻 = 𝛻𝛻 ⋅ (𝜆𝜆𝜆𝜆𝜆𝜆) + 𝑄𝑄 (1) 

where, for each phase involved in the simulation (solid grains, air or water in the pore space), ρ is the 178 

density [kg/m3], C is the heat capacity [J/(kg K)], T is the temperature [K], t is the time [s], u is the 179 

velocity vector [m/s], λ is the thermal conductivity [W/(m K)]. The thermal conductivity of the solid 180 

phase is taken as 3 W/(m K) [13, 36, 49]  and the air thermal conductivity, as 0.025 W/(m K)  in this 181 

work, Q is the heat sources [W/m3], nil in all cases analysed here, but included for completeness.  182 

The conductive heat flux vector q can be computed using the simplest form of Fourier’s law: 183 

 𝑞𝑞 = 𝜆𝜆𝜆𝜆𝜆𝜆 (2) 

Additionally, to ensure the continuity at the particle-pore interface, a continuity equation is used to 184 

compensate the system [39]: 185 

 −𝑛𝑛�𝑞𝑞𝑠𝑠 − 𝑞𝑞𝑝𝑝� =  0 (3) 

where n is the unit normal vector of the solid-pore interface, qs and qp are the heat fluxes in the particle 186 

and pore, respectively.  187 

All samples are simulated using the same heat transfer model and boundary conditions. An example 188 

of the mesh and simulation results are shown in Fig. 3. The boundary temperature on the top is 293 K 189 

while the temperature on the bottom is 292 K, to generate a small temperature gradient along the vertical 190 

axis. Other boundaries are set as insulated. Given the heat fluxes at inlet and outlet planes, the ETC on 191 

these two boundaries can be computed using [39]: 192 

 𝜆𝜆𝑒𝑒𝑒𝑒𝑒𝑒 =
1
𝐴𝐴∫ 𝑄𝑄𝑧𝑧 𝑑𝑑𝑑𝑑 𝐴𝐴
𝑇𝑇𝑎𝑎 − 𝑇𝑇𝑏𝑏

𝐿𝐿
 (4) 

where λeff is the ETC of a sample [W/(m K)], A is the horizontal cross-section area of the sample [m2], 193 

Ta = 293 K and Tb = 294 K at the inlet and outlet boundary temperatures, L is the height of the sample 194 

[m], Qz is the vertical heat flux of nodes at the inlet or outlet [W/m2]. 195 

Finally, the average value of the two thermal conductivities at the inlet and outlet is taken as the 196 

ETC of the whole sample. 197 

  198 
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 199 
Fig. 3 Finite element mesh and heat transfer simulation results (a) mesh generated from 200 

Simpleware ScanIP, (b) temperature distribution, and (c) heat flux distribution. 201 

 202 

2.3 Complex network features 203 

A contact network is built by allocating a node at each particle centroid and an edge is created when 204 

particles are in contact (shown at the bottom of Fig. 4). In dry granular materials, heat travels not only 205 

within particles (path 1 in Fig. 4) and through the interparticle contact area (path 2 in Fig. 4) but also 206 

via particle-fluid-particle conduction (path 3 in Fig. 4), particle-particle radiation (path 4 in Fig. 4) and 207 

pore fluid convection (path 5 in Fig. 4). As radiation becomes important after the temperature is above 208 

1000 K and convection mode is relevant when D50 is larger than 6mm [13, 50], heat transfer is mostly 209 

attributed to conduction [13, 51] in dry granular materials. Therefore, a thermal network is established 210 

by assigning nodes to particle centroids and allocating edges to both the real contacts (schematically in 211 

red in Fig. 4) and near-contacts (schematically in blue in Fig. 4), similar to what is proposed in paper 212 

[36]. 213 

 214 

 215 
Fig. 4 Heat conducts through not only the physical contact(s) between particles (path 2) but also 216 

through the pore space (paths 3, 4 and 5). Hence, an edge is also assigned to the near-contact in a 217 

thermal network. 218 
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 219 

Once the networks are built, complex network theory is employed to extract multiscale network 220 

features. The network features can be categorised into four types: (1) Centrality, (2)  Network scale, (3) 221 

Cycle and (4) Clustering. 222 

2.3.1 Centrality 223 

Centrality indicates the node position and the “significance” of a node in the network, with varying 224 

types of centrality defining this significance in distinct ways. Five metrics for measuring centrality are 225 

calculated in this paper: degree, closeness centrality, node betweenness centrality, edge betweenness 226 

centrality and eigenvector centrality. The degree 𝜅𝜅(𝑖𝑖) of a node is measured as the number of edges 227 

linked to a node. The degree calculated from the contact network is the well-known coordination 228 

number. 229 

Closeness centrality is a measure of the distance of a node to all others. A node with high closeness 230 

centrality [𝐺𝐺∗]𝐶𝐶 indicates it is at a ‘central’ position. If using V to indicate the set of vertices in networks, 231 

the closeness centrality of node 𝑖𝑖 𝜖𝜖 𝑉𝑉can be computed as [52]: 232 

 [𝐺𝐺∗]𝐶𝐶(𝑖𝑖) = 𝛽𝛽 � � 𝑑𝑑(𝑖𝑖, 𝑗𝑗)
|𝑉𝑉|−1

𝑗𝑗=1

�

−1

 (5) 

 233 

where d(i,j) is the shortest path between node 𝑖𝑖, 𝑗𝑗 𝜖𝜖 𝑉𝑉 and 𝛽𝛽 is a normalisation term. 𝛽𝛽 is set as the 234 

number of reachable nodes (|𝑉𝑉| − 1) and as the number of max possible edges [|𝑉𝑉|(|𝑉𝑉| − 1)]/2 in this 235 

work, respectively. 236 

Betweenness centrality characterises the importance of a node or an edge as the bridge between other 237 

nodes or edges in a network. A node with high node betweenness centrality or an edge with high edge 238 

betweenness centrality means that it is important for heat to transfer through. Betweenness centrality 239 

[G*]B of a node or an edge is computed as [53]: 240 

 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛(𝑖𝑖) = 𝛽𝛽 �
𝜎𝜎(𝑗𝑗, 𝑘𝑘|𝑖𝑖)
𝜎𝜎(𝑗𝑗, 𝑘𝑘)

𝑗𝑗,𝑘𝑘𝑘𝑘𝑘𝑘

 (6) 

where 𝜎𝜎(𝑗𝑗, 𝑘𝑘) is the total number of shortest paths from node j to k, 𝜎𝜎(𝑗𝑗, 𝑘𝑘|𝑖𝑖) is the number of shortest 241 

paths from node j to k and overpass i. Similarly, the edge betweenness centrality can be calculated by 242 

computing 𝜎𝜎(𝑗𝑗, 𝑘𝑘|𝑒𝑒) as the number of shortest paths from node j to k that overpass edge e. 𝛽𝛽  is a 243 

normalisation term, equal to 2/[|𝑉𝑉 − 1|(|𝑉𝑉| − 2)] for node betweenness centrality and 2/[|𝑉𝑉|(|𝑉𝑉| −244 

1)] for edge betweenness centrality.  245 

Eigenvector centrality considers the contribution of nodes to the connectivity of the whole network 246 

and indicates the node which has wide-reaching influence in a network. Relative scores are assigned to 247 
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all nodes in a network and the score is high if a node is highly connected to other nodes who also have 248 

high score [54]. 249 

Fig. 5 illustrates the difference between different centrality features in the same network. A node 250 

has a high degree but may have low eigenvector centrality if edges hold similar low score. In a social 251 

network, a node with high betweenness centrality also may have low eigenvector centrality if it is away 252 

from the power centres in the network. 253 

 254 

 255 
Fig. 5 Example of the same contact network and its different centrality values for nodes: (a) 256 

Degree, (b) Closeness centrality, (c) Betweenness centrality and (d) Eigenvector centrality. Each 257 

definition of centrality highlights different significances of centrality at nodes. The colour shows the 258 

value of each feature, red means high value while blue represents low value. 259 

2.3.2 Network scale 260 

Network scale is a measure indicating the average distance of one node from another in a network. 261 

This information is used to interpret how rapidly something can spread through a network. Network 262 

diameter and average shortest path length can be used to present the network scale. More nodes are 263 

reachable in a network with a smaller network diameter and smaller average shortest path length. The 264 

two different networks in Fig. 6have the same number of nodes. However, from node 1 to the bottom 265 

of the network, four other nodes are reachable in two steps in the ring network (a) while six other nodes 266 
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can be reached in two steps in the tree network (b). Furthermore, it takes two steps to reach the end in 267 

the tree network, while three steps are required to reach the end (node 7) in a ring network. In other 268 

words, a process (e.g. heat transfer) propagates faster in the tree network (b) than in the ring network 269 

(a). Network scale can be quantified by Network diameter 𝐺𝐺𝐷𝐷∗ , average shortest path length [𝐺𝐺∗]𝑃𝑃𝑤𝑤 and 270 

network density 𝐺𝐺𝜌𝜌∗. Network diameter 𝐺𝐺𝐷𝐷∗  is the longest one of the shortest paths between two nodes in 271 

the network and it can be normalised by |V|-1 to be [𝐺𝐺∗]𝑃𝑃𝑤𝑤. In this work, we also introduce the average 272 

shortest path length between nodes at inlet and outlet [𝐺𝐺∗]𝑃𝑃𝑤𝑤𝑡𝑡𝑡𝑡 because it resembles a heat transfer path. 273 

Moreover, we employ network density 𝐺𝐺𝜌𝜌∗, which describes the ratio of the actual edge number to 274 

the potential edge number in a network, 275 

 𝐺𝐺𝜌𝜌∗ =
|𝐸𝐸|

|𝑉𝑉| ⋅ (|𝑉𝑉| − 1) (7) 

where E is the set of edges in a network.  276 

 277 

 278 
Fig. 6 Network diameter and average shortest path length can indicate the network structure: (a) a ring 279 
type network and (b) and tree like network with the same number of nodes shown as examples. 280 

2.3.3 Cycles 281 

A cycle in a network is a loop of edges that starts and ends at the same node. An l-cycle is a cycle 282 

containing l edges. By assuming straight edges between nodes, a 3-cycle is a triangle. Cycles in granular 283 

materials help describe the mesoscale structure of networks [55-58] which make them appealing since 284 

mesoscale features are vital to the behaviour of granular systems [59]. For instance, a triangle is an 285 

inherently rigid structure, so the number of 3-cycle in contact network can hint the rigidity of granular 286 

materials [44, 60]. 287 

2.3.4 Clustering 288 

Clustering implies how integrated or fractured the overall network system is. Clustering coefficients 289 

are calculated as the degree of local clusters. Global clustering coefficient 𝐺𝐺𝐺𝐺𝐺𝐺∗  [34] measures the 290 

density of the triangles in a network using Eq. 8 while the local clustering coefficient [𝐺𝐺∗]𝐿𝐿𝐿𝐿 in Eq. 9 291 

[61] quantifies the fraction of triangles through each node [44]: 292 

 293 
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 𝐺𝐺∗𝐺𝐺𝐺𝐺 = 3 
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
 (8) 

where a triple means that three nodes can generate either three edges or two edges. 294 

 295 

 [𝐺𝐺∗]𝐿𝐿𝐿𝐿 (i) =  
2𝑇𝑇(𝑖𝑖)

𝜅𝜅(𝑖𝑖)[𝜅𝜅(𝑖𝑖) − 1]
 (9) 

 296 

where T(i) is the number of triangles (or 3-cycles) through node i, and κ(i) is the degree of node i. 297 

A network with a high clustering coefficient indicates the presence of more local clusters, i.e. the 298 

network is more fractured (Fig. 7).  299 

 300 

 301 
Fig. 7 Clustering features example:  an integrated network (a) shows lower clustering coefficients than 302 
a fractured network (b). 303 

2.4 Feature set 304 

For each sample, the network features described in section 2.3 are computed for each contact 305 

network and thermal network. As higher contact area and thermal conductance are related to larger heat 306 

transfer fluxes, and higher degree indicates more interparticle contacts, the degree is weighted by 307 

interparticle contact area in the contact network and thermal conductance in the thermal network. In 308 

other words, the weighted degree 𝜅𝜅𝑤𝑤(𝑖𝑖) of each node i 𝜖𝜖 𝑉𝑉  is 𝜅𝜅(𝑖𝑖)  multiplied by contact area and 309 

thermal conductance. In contrast, most of the other network features are computed based on the shortest 310 

path which is calculated with the minimisation of edge weighting. Hence, edge length for calculating 311 

these network features is weighted by the reciprocal of the contact area in the contact network and the 312 

reciprocal of thermal conductance in the thermal network.  313 

If the weighted network features have dimensions (m2 from a weighted contact network and W/K 314 

from a weighted thermal network), the features in the contact network will be normalised by D50
2  in the 315 

contact network and normalised by (𝜆𝜆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ∙ 𝐷𝐷50 ) in the thermal network to make all the features 316 

dimensionless.  In addition to the network features, classic physical parameters including porosity, 317 

contact radius ratio (the ratio of the radius of contact area to the radius of the neighbouring particle), 318 

coefficient of uniformity and coefficient of curvature are calculated. All the features are summarised in 319 

Table 2.  320 

 321 
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Table 2 Feature notation. 322 

Type NO. Notation Attribute 

Classic 

1 𝑛𝑛 Porosity 
2 𝛾𝛾 Contact radius ratio 
3 𝐶𝐶𝑢𝑢 Coefficient of uniformity 
4 𝐶𝐶𝑐𝑐 Coefficient of curvature 

Centrality 

5 [𝐺𝐺∗]𝜅𝜅 Degree 
6 [𝐺𝐺∗]𝜅𝜅𝑤𝑤 Weighted Degree 
7 [G∗]C Closeness centrality 
8 [G∗]Cn1 Closeness centrality normalised by |𝑉𝑉| − 1 
9 [𝐺𝐺∗]𝐶𝐶𝑛𝑛2 Closeness centrality normalised by [|𝑉𝑉|(|𝑉𝑉| − 1)]/2 

10 [𝐺𝐺∗]𝐶𝐶𝑤𝑤 Weighted closeness centrality 
11 [𝐺𝐺∗]𝐶𝐶𝑛𝑛𝑛𝑛1 Weighted closeness centrality normalised by |𝑉𝑉| − 1 
12 [𝐺𝐺∗]𝐶𝐶𝑛𝑛𝑛𝑛2 Weighted closeness centrality normalised by [|𝑉𝑉|(|𝑉𝑉| − 1)]/2 
13 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 Node betweenness centrality 
14 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 Normalised node betweenness centrality 
15 [𝐺𝐺∗]𝐵𝐵𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 Weighted node betweenness centrality 
16 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 Normalised weighted node betweenness centrality 
17 [𝐺𝐺∗]𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 Edge betweenness centrality 
18 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 Normalised edge betweenness centrality 
19 [𝐺𝐺∗]𝐵𝐵𝑤𝑤𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 Weighted edge betweenness centrality 
20 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 Normalised weighted edge betweenness centrality 

21 [𝐺𝐺∗]
𝐵𝐵𝑤𝑤
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  Weighted top-to-bottom edge betweenness centrality average 

22 [𝐺𝐺∗]
𝐵𝐵𝑛𝑛𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  Normalised weighted top-to-bottom edge betweenness centrality 

average 
23 [𝐺𝐺∗]𝐸𝐸 Eigenvector centrality 
24 [𝐺𝐺∗]𝐸𝐸𝑤𝑤 Weighted eigenvector centrality 

Network 
scale 

25 𝐺𝐺𝜌𝜌∗ Network density 
26 𝐺𝐺𝐷𝐷∗  Network diameter 
27 𝐺𝐺𝐷𝐷𝑛𝑛

∗  Normalised network diameter 
28 [𝐺𝐺∗]𝑃𝑃𝑤𝑤 Weighted shortest path (average) 

29 [𝐺𝐺∗]𝑃𝑃𝑤𝑤𝑡𝑡𝑡𝑡 Weighted shortest path from between nodes at inlet and outlet 
(average) 

Clustering 30 𝐺𝐺∗𝐺𝐺𝐺𝐺 Global clustering coefficient 
31 [𝐺𝐺∗]𝐿𝐿𝐿𝐿 Local clustering coefficient 

Cycles 
32 𝐺𝐺3𝐶𝐶∗  The number of 3-cycle3-cycle 
33 [𝐺𝐺∗]3𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 Average number of node 3-cycleAverage node 3-cycle 
34 [𝐺𝐺∗]3𝐶𝐶edge Average number of edge 3-cycle Average edge 3-cycle 

Note that [𝐺𝐺∗] is a unified indicator of a network feature, specifically, [𝐺𝐺𝐶𝐶] [55] means a feature is calculated 323 
from the contact network while [𝐺𝐺𝑇𝑇] means a feature is based on the thermal network. The brackets in [𝐺𝐺∗] are 324 
used to denote the average value of a parameter. Degree [𝐺𝐺𝐶𝐶]𝜅𝜅 computed from the contact network is equivalent 325 
to the well-known classic coordination number. 326 

 327 

As the range of values of different features varies widely, in order to weigh them equally, feature 328 

scaling is employed by subtracting the average and dividing by the standard deviation (Equation 10): 329 

 𝑥𝑥𝚤𝚤� =  
𝑥𝑥𝑖𝑖 − 𝜇𝜇(𝑋𝑋)
𝜎𝜎(𝑋𝑋)

 (10) 
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where X = (x1, x2, …, xn) is one of the features from Table 2, μ is the average and σ is the standard 330 

deviation of the feature X. 331 

2.5 Model selection 332 

As a broad feature set is shown in Table 2, we aim to identify the most ‘important’ features in each 333 

group for predicting the ETC. To compute the importance, supervised machine learning techniques are 334 

employed to fit a model, predict the performance of the model and calculate the score of each feature. 335 

Six models are tested (linear, quadratic polynomial, cubic polynomial, exponential, logarithmic, power), 336 

generically listed in Equations 11-16, to fit the relationship between individual features (typically x) 337 

and the ETC (typically y). In order to apply the models more efficiently, nonlinear models are 338 

transformed into a linear format. 339 

 𝑦𝑦 = 𝑎𝑎𝑎𝑎 + 𝑏𝑏 (11) 

 𝑦𝑦 = 𝑎𝑎𝑋𝑋1 + 𝑏𝑏𝑋𝑋2 + 𝑐𝑐, 𝑋𝑋1 = 𝑥𝑥2, 𝑋𝑋2 = 𝑥𝑥 (12) 

 𝑦𝑦 = 𝑎𝑎𝑋𝑋1 + 𝑏𝑏𝑋𝑋2 + 𝑐𝑐𝑋𝑋3 + 𝑑𝑑,  𝑋𝑋1 =  𝑥𝑥3,  𝑋𝑋2 = 𝑥𝑥2,  𝑋𝑋3 = 𝑥𝑥 (13) 

 𝑌𝑌 = 𝐴𝐴 + 𝑏𝑏𝑏𝑏, 𝑌𝑌 = 𝑙𝑙𝑙𝑙(𝑦𝑦) , 𝐴𝐴 = 𝑙𝑙𝑙𝑙(𝑎𝑎) (14) 

 𝑦𝑦 = 𝑎𝑎𝑎𝑎 + 𝑏𝑏, 𝑋𝑋 = 𝑙𝑙𝑙𝑙(𝑥𝑥) (15) 

 𝑌𝑌 = 𝑏𝑏𝑏𝑏 + 𝐴𝐴, 𝑌𝑌 = 𝑙𝑙𝑙𝑙(𝑦𝑦) , 𝐴𝐴 = 𝑙𝑙𝑙𝑙(𝑎𝑎) (16) 

 340 

Then lasso regression [62], a modified linear regression for avoiding overfitting, is used to train 341 

models and calculate the correlation between individual features and ETC. For each feature, six models 342 

are trained and the one rendering the highest correlation is selected as the ‘best fit’  model. Additionally, 343 

random forest regression [52]  is employed to study the effect of multi-feature (or multi-variable) 344 

correlations on ETC.  345 

2.5.1 Regressions 346 

1. Lasso regression  347 

Linear regression is simple and effective. However, quadratic polynomial and cubic polynomial 348 

models are prone to overfit the training data set. One available method of mitigating the overfitting in 349 

polynomial models is to implement regularisation. The regularisation is applied by penalising the errors 350 

between trained and predicted values. Lasso regression [62] is one of the regularisation methods 351 

embedded in the python library scikit-learn [63] and has been employed in this work. 352 

2. Random forest regression 353 

A random forest [64, 65] constructs multiple decision trees at training time and merges the output 354 

of the individual trees to obtain a more accurate prediction. Here, a decision tree [66] is a predictive 355 

model based on a branching series of Boolean tests. A merit of the random forest algorithm is that the 356 

relative importance of each feature can be easily measured. 357 
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2.5.2 Cross-validation 358 

Scarce data used in machine learning may lead to insufficient data for the test set, which then may 359 

result in a poor estimation of the generalisation performance. A widely used method to mitigate this 360 

issue is K-fold cross-validation [67]. K-fold cross-validation is a resampling procedure and it contains 361 

the following steps: 362 

1. Shuffle the data randomly. 363 

2. Split data into K parts. 364 

3. Use K-1 parts as a training set to fit models and the remaining part as a validation set to calculate 365 

a score (refer to section 2.6). The procedure has to repeat K times and each model will achieve 366 

K scores. The average scores of these models are compared, and then the model with the highest 367 

score is selected as the ‘best fit’ model.  368 

Utilising this approach enables each data point to be used in the validation set once and in the training 369 

set K-1 times. In the present work, K is set to 4, which means eighteen samples are used to train models 370 

and six samples are used to validate the models in either mono-disperse or poly-disperse samples.  371 

2.6 Feature importance 372 

After selecting the ’best fit’ model for each feature, the whole set of data is used as a test set to 373 

calculate the generalised performance score of the model. The score of the models under lasso 374 

regression is the coefficient of determination R2. As each feature is adopted in lasso regression models, 375 

R2 also indicates the correlation between the feature and the ETC. Furthermore, R2 is used to evaluate 376 

the performance of random forest regression model. Meanwhile, the importance of each feature in a 377 

random forest regression is measured by Gini impurity [68].  378 

3 Results and discussion 379 

The ETC calculated by using finite element method is validated in Section 3.1. Then the importance 380 

of individual network features to ETC in mono-disperse and poly-disperse packings are investigated in 381 

Section 3.2 followed by a wider generalisation regarding the relevance of network features to ETC in 382 

all the samples in Section 3.3. 383 

3.1 Effective thermal conductivity 384 

The ETC computed from finite element modelling and normalised by the thermal conductivity of 385 

the solid phase of the packing is shown in Fig. 8 against the porosity n of each packing. Our results 386 

show good agreement with theoretical results [29], experimental results [69, 70] and modelling results 387 

[71] available in the literature. According to Fig. 8, ETC decreases linearly with porosity for both mono-388 

disperse packings and poly-disperse packings. However, the ETC in the two types of samples diverges 389 

with the increment of porosity, which indicates that porosity-dependent models may not be sufficient 390 
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to cover a wide range of porosity, although it may be sufficiently accurate for particular engineering 391 

applications.  392 

 393 

 394 
Fig. 8 Computed ETC for mono-disperse and poly-disperse packings in this work (solid symbols) 395 

show good agreement with those found in the literature (hollow symbols). 396 

3.2 Importance of network features to ETC in mono-disperse and poly-disperse packings  397 

Both contact network and thermal network are constructed for each packing. The identification of 398 

interparticle contacts and near-contacts as well as the calculation of contact area and thermal 399 

conductance follow the strategies in paper [36]. The topologies of the networks for the poly-disperse 400 

sample with porosity 0.246 is visualised in ParaView [72] as an example (Fig. 9). In Fig. 9, the contact 401 

network (a) show fewer edges than the thermal network (b), 1803 (shown in red) and 2471 (in red and 402 

blue), respectively. In other words, 668 near-contacts, shown as blue edges are considered in the thermal 403 

network. This difference in the networks may lead to highlight the different heat transfers mechanics 404 

within the packings. Network features arising from these networks can capture these differences and 405 

these will be explained in more detail in this section. 406 

 407 

 408 
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Fig. 9 Networks of the poly-disperse sample with porosity 0.246: (a) Contact network, (b) Thermal 409 

network. The colour at nodes represents the node weighted closeness centrality while the colour at 410 

edges represents the type of edge (red edges represent particle contacts while the blue edges represent 411 

near-contacts). The node size is scaled by particle radius. 412 

 413 

3.2.1 Importance of contact networks features 414 

In this section, the importance of each feature in Table 2 to ETC is assessed using its score and 415 

consistency. The score R2, ranging from 0 to 1, is computed between each feature and the ETC by 416 

applying six models with lasso regression (Section 2.5.1). Furthermore, a feature has a good consistency 417 

if its score in mono-disperse and poly-disperse packings are similar.  418 

Fig. 10 depicts the performance of each contact feature on predicting ETC. The various models 419 

(Section 2.5) used to calculate the scores are summarised in Appendix 1. It can be observed that 25 out 420 

of 34 features have scores larger than 0.8 in mono-disperse while 27 features in poly-disperse packings, 421 

which indicates they have good correlations with ETC and the scores are consistent. These features 422 

except 𝐺𝐺𝐷𝐷𝑛𝑛
𝑐𝑐  (Feature 27) render higher scores in mono-disperse packings than in poly-disperse packings. 423 

Classic features such as porosity (Feature 1), contact radius ratio (Feature 2) and coordination number 424 

(Feature 5) have scores close to 1, as expected.  425 

As shown in Table 2, centrality-type features include degree (Feature 6), closeness centrality 426 

(Features 7-12), betweenness centrality (Features 13-22) and eigenvector centrality (Features 23-24). 427 

Fig. 10 shows that weighted degree [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤  (Feature 6) has a high score and consistency than 428 

coordination number (Feature 5), which means considering the interparticle contact area in the 429 

coordination number (as the weighted degree does) can enhance its correlation to ETC. All the closeness 430 

centrality features except [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛1 (Feature 8) in mono-disperse packings have scores higher than 0.85. 431 

In particular, [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛2  (Feature 9) and [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛𝑛𝑛2  (Feature 12) have both high scores and consistence. 432 

Betweenness centrality features also have high scores except for [𝐺𝐺C]𝐵𝐵𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 (Feature 15), [𝐺𝐺𝑐𝑐]𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 433 

(Feature 17) and [𝐺𝐺𝑐𝑐]
𝐵𝐵𝑤𝑤
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (Feature 19) in both mono-disperse and poly-disperse packings. However, 434 

when normalised, these three features show high scores (Features 16, 18 and 20) and good consistency. 435 

In contrast, eigenvector centrality features do not show good performance, only [𝐺𝐺𝑐𝑐]𝐸𝐸𝑤𝑤 (Feature 24) in 436 

mono-disperse packings have a score around 0.93.  437 

 438 
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 439 
Fig. 10 Scores between contact network features and ETC (feature numbers corresponds to those 440 

in Table 2) 441 

 442 

Since [𝐺𝐺𝑐𝑐]𝜅𝜅  (Feature 5)  [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤 , (Feature 6), [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛𝑛𝑛2  (Feature 12) and [𝐺𝐺𝑐𝑐]
𝐵𝐵𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  (Feature 18) 443 

perform well in both scores and consistency, the original data and fitted models are superimposed in 444 

Fig. 11. For a given ETC, mono-disperse packings require more particle contacts (Fig. 11 (a)) and show 445 

lower betweenness centrality (Fig. 11 (d))  than poly-disperse packings. It is also shown that [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤 446 

and [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛𝑛𝑛2  tend to collapse the data arising from the two types of packings into just one group. While 447 

degree [𝐺𝐺𝑐𝑐]𝜅𝜅  (or ‘classic’ condonation number) only considers the particles’ connectivity, the weighted 448 

degree [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤also considers the contact quality (contact area) besides connectivity. As heat conduction 449 

depends on the thermal conductivity of solid particles [13], the structure of particle packings [73, 74] 450 

and the interparticle contact conductance [13, 75-79] in dry granular packings, [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤shows a better 451 

performance in predicting ETC than the degree [𝐺𝐺𝑐𝑐]𝜅𝜅 .  452 

 453 
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 454 
Fig. 11 The relationship between ETC and contact network centrality features: (a) Degree (= 455 

coordination number), (b) Weighted degree, (c) Weighted closeness centrality normalised by 456 

[|𝑉𝑉|(|𝑉𝑉| − 1)]/2, and (d) Normalised edge betweenness centrality. Points in the figure represent the 457 

data used to train models while lines represent the predicted values from selected models. 458 

 459 

In terms of the scale-type features, average weighted shortest path [𝐺𝐺𝑐𝑐]𝑃𝑃𝑃𝑃 (Feature 28) has a score 460 

around 0.97 in mono-disperse packings but around 0.90 in poly-disperse packings. Normalised network 461 

diameter 𝐺𝐺𝐷𝐷𝑛𝑛
𝑐𝑐  (Feature 27) has a lower score than [𝐺𝐺𝑐𝑐]𝑃𝑃𝑃𝑃 in mono-disperse packings but has a better 462 

consistency. Fig. 12 shows that ETC decreases with the increase of [𝐺𝐺𝑐𝑐]𝑃𝑃𝑃𝑃 even though [𝐺𝐺𝑐𝑐]𝑃𝑃𝑃𝑃 has a 463 

jump when  [𝐺𝐺𝑐𝑐]𝑃𝑃𝑃𝑃 is larger than 5 × 1015. As [𝐺𝐺𝑐𝑐]𝑃𝑃𝑃𝑃 is related to the average contact area of a sphere 464 

packing, it can quantify the interparticle contact quality which affects ETC. It also shows a similar score 465 

to contact radius ratio 𝛾𝛾 (Feature 2) when predicting the ETC of mono-disperse packings in Fig. 10. 466 

However, it achieves a lower score than 𝛾𝛾 when applying to predict the ETC of poly-disperse packings 467 

because 𝛾𝛾 considers both the contact area and particle size. 468 

 469 
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 470 
Fig. 12 ETC decreases when increasing the average weighted shortest path. Points in the figure 471 

represent the data used to train models while lines represent the predicted values from selected 472 

models. 473 

 474 

According to Fig. 10, the scores and consistency of cluster-type features and cycle-type features 475 

remain high for both mono-disperse and poly-disperse packings. Their relative importance to heat 476 

transfer is similar to that of porosity (Feature 1), contact radius ratio (Feature 2) and coordination 477 

number (Feature 5), so they can be taken as alternatives to these classical variables or features for 478 

predicting the ETC of sphere packings. Fig. 10 also shows that cluster-type features and cycle-type 479 

features are better candidates used to predict ETC than scale-type features, which indicates that particle-480 

connectivity is more critical to heat transfer than contact quality in sphere packings. 481 

One feature from each cluster-type features and cycle-type features are selected to show the 482 

relationship with ETC in Fig. 13. It can be seen from Fig. 13 (a) that the relationship between the local 483 

clustering coefficient (a scale-type feature) and the ETC in mono-disperse has a similar incremental 484 

ratio to that in poly-disperse packings. In contrast, Fig (b) shows that the trend between 3-cycle and 485 

ETC in mono-disperse are different from that in poly-disperse packings. Hence, the local clustering 486 

coefficient is more consistent than 3-cycle for predicting ETC in different types of sphere packings. 487 

 488 

 489 



Page 21 of 39 
 

 

Fig. 13 The relationship between ETC and (a) Global clustering coefficient and (b) 3-cycle. Points 490 

in the figure represent the data used to train models while lines represent the predicted values from 491 

selected models. 492 

 493 

In general, cluster features and cycles features computed from contact networks are shown to be 494 

highly relevant for predicting ETC, while scale features are less desirable for such correlations. In 495 

addition, all centrality features but eigenvector centrality could be used to predict ETC. In particular, 496 

the centrality features such as [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤 and [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛𝑛𝑛2  considering both particle connectivity and contact 497 

area are proven to be good candidates to predict ETC.  498 

3.2.2 Importance of thermal network features 499 

Similar to the performance of contact network features, thermal network features whose score are 500 

higher than 0.8 also perform better in mono-disperse packings than in poly-disperse packings (Fig. 14 501 

and Appendix 2). 502 

As for the relevance of centrality features computed from thermal networks, weighted degree 503 

[𝐺𝐺𝑇𝑇]𝜅𝜅𝜅𝜅  (Feature 6), [𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛1  (Feature 11) and [𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛2  (Feature 12) could be the most suitable 504 

centrality features for predictability of ETC because they consider both particle connectivity and contact 505 

quality. Compared with the vital contact network centrality features in Fig. 10, Fig. 14 shows that less 506 

important thermal network centrality features are available in predicting ETC but the available thermal 507 

network features have a higher correlation with ETC in both mono-disperse and poly-disperse packings. 508 

As the thermal network is an extension of contact network by adding near-contacts as edges, network 509 

features considering heat transfer through gaps between neighbouring particles enhance the accuracy 510 

of predicting ETC. The original data of the same features in Fig. 11 together with the fitted models are 511 

presented in Fig. 15. For each feature, the data are still clustered into two groups corresponding to 512 

mono-disperse packings and poly-disperse packings. The correlation for each feature has a similar trend 513 

in different groups. However, by comparing Fig. 11 and Fig. 15, it can be observed that the difference 514 

of a feature calculated from the thermal network between two types of packings is larger than that from 515 

the contact network when aiming to achieve the same ETC. Thermal networks are different from contact 516 

networks because they consider near-contacts as edges. As degree measure the edge number, it can be 517 

known that more near contacts are required in a mono-disperse packing than in a poly-disperse packing 518 

to achieve the same ETC. Weighted degree  [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤 in the contact network measure the contact area at 519 

each interparticle contacts, so it indicates the heat transfer through interparticle contacts. In contrast, 520 

 [𝐺𝐺𝑇𝑇]𝜅𝜅𝑤𝑤  in thermal network measure thermal conductance at both interparticle contacts and near-521 

contacts, it implies the heat transfer through both interparticle contacts and the small gap between 522 

neighbouring particles. As the same amount of heat transfer through interparticle contacts in a mono-523 

disperse packing as that in a poly-disperse pacing can achieve the same ETC (Fig. 11 (a)), it indicates 524 
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that the heat transfer in dry sphere packings is mainly attributed to the heat transfer through interparticle 525 

contacts and the contribution of near-contact to the heat transfer in dry sphere packings is minor.  526 

Additionally, more edges in the thermal network reduce the role of the nodes/edges as unique ‘bridges’. 527 

Hence, the betweenness centrality becomes smaller, resulting in that the fitted two lines in Fig. 15 (d) 528 

are further away from each other compared with the distance in Fig. 11 (d)).  529 

 530 

 531 
Fig. 14 Scores between thermal network features and ETC (feature numbers are corresponding to Table 532 
2) 533 

 534 

 535 
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Fig. 15 The relationship between ETC and thermal network centrality features: (a) Degree, (b) Weighted 536 
degree, (c) Weighted closeness centrality normalised by [|𝑉𝑉|(|𝑉𝑉| − 1)]/2, and (d) Normalised edge 537 
betweenness centrality. Points in the figure represent the data used to train models while lines represent 538 
the predicted values from selected models. 539 

 540 

 541 

As for scale features, both [𝐺𝐺𝑇𝑇]𝑃𝑃𝑃𝑃 (Feature 28) and [𝐺𝐺𝑇𝑇]𝑃𝑃𝑤𝑤𝑡𝑡𝑡𝑡  (Feature 29) are important and relevant 542 

given their high scores and consistency. Compared with the trend of the  relationship between [𝐺𝐺𝐶𝐶]𝑃𝑃𝑤𝑤  543 

and ETC in Fig. 12, the ETC decreases smoothly with increasing [𝐺𝐺𝑇𝑇]𝑃𝑃𝑃𝑃 (Fig. 16) which considers the 544 

heat transfers through near-contacts. Batchelor and O’Brien [26] reported that heat fluxes in particulate 545 

materials are influenced by the near-contacts between particles and the mean of the local curvature of 546 

neighbouring particles. Indeed, a thermal network also considers the near-contacts as edges, and [𝐺𝐺𝑇𝑇]𝑃𝑃𝑃𝑃 547 

includes thermal conductance through both interparticle contacts and near-contacts in its definition, it 548 

is then not surprising that it results in being a highly important feature for predicting the ETC of sphere 549 

packings. The different slope of the fitted lines for mono-disperse packings and poly-disperse packings 550 

is because the local curvature of neighbouring particles is not involved at each edge. 551 

 552 

 553 
Fig. 16 ETC monotonically and smoothly decreases with the increasing average weighted shortest path 554 
GTPw calculated from a thermal network. 555 

 556 

 557 

All cluster features and cycle features have scores higher than 0.92. To achieve the same ETC, the 558 

difference of the local clustering coefficient between mono-disperse packings and poly-disperse 559 

packing becomes small with the increase of local clustering coefficient in Fig. 17 (a). In contrast, the 560 

value of 3-cycles in poly-disperse packings are always lower than mono-disperse packings as shown in 561 

Fig. 17 (b).  562 

 563 
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 564 
Fig. 17 The relationship between ETC and (a) Global clustering coefficient and (b) 3-cycle. Points in 565 
the figure represent the data used to train models while lines represent the predicted values from selected 566 
models. 567 

 568 

From Fig. 10 and Fig. 14, it is known that many network features show good correlation with ETC, 569 

which may be because a strong relationship exists between different network features. Hence, the same 570 

model selection and feature importance evaluation methods used to access the scores of the relationship 571 

between features and ETC are now applied to investigate the relationships between different network 572 

features. The score of correlation between each different pair of thermal features in poly-disperse 573 

packings is shown in a heatmap (Fig. 18). It can be seen from Fig. 18 that more than one-third of the 574 

score is larger than 0.8. Since [𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛1 (Feature 11), [𝐺𝐺𝑇𝑇]𝑃𝑃 (Feature 28), [𝐺𝐺𝑇𝑇]𝐿𝐿𝐿𝐿 (Feature 31) and 𝐺𝐺3𝐶𝐶𝑇𝑇  575 

(Feature 32) are important in each type of thermal network features, the scores of their relationship are 576 

high as shown in Table 3 for four types of network features (centrality, scale, clustering, cycles). As 577 

these essential features have close interplay relevance and have high scores when predicting ETC (Fig. 578 

14), each of them could be used as an alternative to coordination number or porosity in an equation to 579 

predict ETC. 580 

 581 
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 582 
Fig. 18 A heatmap shows the score of correlation between a different pair of features in poly-583 

disperse packings. Feature 0 is the ETC and other feature numbers refer to Table 2. 584 

 585 

Table 3 The score of correlation between thermal network features. 586 

 
[𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛1 

(Feature 11) 

[𝐺𝐺𝑇𝑇]𝑃𝑃 

(Feature 28) 

[𝐺𝐺𝑇𝑇]𝐿𝐿𝐿𝐿  

(Feature 31) 

𝐺𝐺3𝐶𝐶𝑇𝑇   

(Feature 32) 

[𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛1 (Feature 11) 1 0.9839 0.9295 0.9564 

[𝐺𝐺𝑇𝑇]𝑃𝑃    (Feature 28) 0.9839 1 0.8509 0.8622 

[𝐺𝐺𝑇𝑇]𝐿𝐿𝐿𝐿     (Feature 31) 0.9295 0.8509 1 0.9654 

𝐺𝐺3𝐶𝐶𝑇𝑇         (Feature 32) 0.9564 0.8622 0.9654 1 

 587 

Overall, among different types of thermal network features, centrality features including weighted 588 

degree and closeness centrality features are essential to heat transfer. Scale features are also available 589 

to predict ETC. However, cluster and cycles features perform slightly worse compared with their peers 590 

from contact networks. 591 

3.3 Importance of network features to ETC in combined mono-disperse and poly-disperse packings  592 

In section 3.2, we discussed the importance of network features in mono-disperse and poly-disperse 593 

packings, respectively. In this section, we investigate the general performance of network features on 594 

combined data including both mono-disperse and poly-disperse packings, as one may think of mono-595 

disperse being a sub-set of poly-disperse beds.  596 

Firstly, the correlations of individual features against ETC are computed (Fig. 19). Some contact 597 

network features such as [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤 (Feature 6), [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛𝑛𝑛1  (Feature 11) and [𝐺𝐺𝑐𝑐]𝐿𝐿𝐿𝐿 (Feature 31) still show 598 

high scores (>0.9) while all of the thermal network features show lower scores (<0.8). The relationship 599 
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between [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤 and ETC is fitted into a quadratic polynomial equation (Equation 17) with R2 of 0.99 600 

as shown in Fig. 20. The high R2 indicates the correlation between [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤 and ETC is better than that 601 

between porosity (Feature 1) and ETC, which also can be observed by comparing Fig. 20 and Fig. 8. 602 

The contact network features having high scores means the data from mono-disperse packings are closer 603 

to the data from poly-disperse packings as shown in Fig. 11(b), Fig. 11(c) and Fig. 13 (a). In contrast, 604 

the low score of contact network features and thermal network features in combined packings is the 605 

result of the clustering of the data into two groups corresponding to mono-disperse packings and poly-606 

disperse packings as shown from Fig. 11 to Fig. 13 and Fig. 15 to Fig. 17. Furthermore, clustering of 607 

the data still manifests for the difference of the same network features from thermal networks and 608 

contact networks. The reason is that near-contacts are considered in the thermal network but they seem 609 

to contribute little to heat transfer in dry spheres as explained in section 3.2.2. However, the contribution 610 

of near-contacts may become important in wet sphere packings [43] or when considering radiation [80] 611 

between particles, important only at high temperatures. In order to investigate the potential applicability 612 

of thermal network features in more complex conditions, we attempt to analyse the correlation between 613 

multiple-features and ETC. 614 

 615 

 616 
Fig. 19 Scores between network features and ETC in combined packings. The feature numbers are 617 
corresponding to Table 2. 618 

 619 

 620 

 
𝜆𝜆𝑒𝑒𝑒𝑒𝑒𝑒
𝜆𝜆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

= −0.21([𝐺𝐺𝐶𝐶]𝜅𝜅𝑤𝑤)2 + 0.67[𝐺𝐺𝐶𝐶]𝜅𝜅𝑤𝑤 + 0.25 (17) 

 621 
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 622 
Fig. 20 The relationship between weighted degree from contact network and ETC. 623 

 624 

Random forest scores are used to compute the score of the relationship between multi-network 625 

features and ETC as well as the relative importance of each feature. The score arising from testing 626 

thermal network features with random forest regression is around 0.94 which is higher than the score 627 

of an individual feature as shown in Fig. 19. The score of applying contact network features with random 628 

forest regression is calculated and around 0.98. The importance/relevance of each feature in a random 629 

forest regression is measured by Gini impurity [68] and shown in Fig. 21. The figure shows that 630 

weighted closeness centrality [𝐺𝐺∗]𝐶𝐶𝑛𝑛𝑛𝑛1  in either contact network or thermal network contributes the 631 

most when predicting ETC. The importance of [𝐺𝐺∗]𝐶𝐶𝑛𝑛𝑛𝑛1  hints again that a feature considering both 632 

particle connectivity and contact quality is crucial to predict ETC. Weighted degree  [𝐺𝐺∗]𝜅𝜅𝑤𝑤 (Feature 6) 633 

is another important feature and it also measures both particle connectivity and contact quality. As for 634 

the rest of two relative important features, average weighted shortest path  [𝐺𝐺∗]𝑃𝑃𝑤𝑤 (Feature 28) is related 635 

to contact quality while local clustering coefficient  [𝐺𝐺∗]𝐿𝐿𝐿𝐿  (Feature 31) is related to particle 636 

connectivity. Therefore, it is necessary to consider both contact quality and particle connectivity in a 637 

model for predicting ETC. 638 

 639 

 640 
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Fig. 21 Network feature importance in random forest regression models. (a) Contact network (b) 641 
Thermal network 642 

 643 

Random forest regression shows the feasibility of predicting ETC using multi-network features. 644 

However, equations cannot be derived from the random forest algorithm because it is based on a 645 

branching series of Boolean tests. To clearly show the relationship between multiple thermal network 646 

features and ETC, [𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛1  (Feature 11) and [𝐺𝐺∗]𝐿𝐿𝐿𝐿  (Feature 31) are used to build a predictive 647 

Equation 18 from different types of features that show high scores (as depicted in Fig. 21): 648 

 649 

 

𝜆𝜆𝑒𝑒𝑒𝑒𝑒𝑒
𝜆𝜆𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠

= −2879.4�[𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛1�
2 + 61.6([𝐺𝐺𝑇𝑇]𝐿𝐿𝐿𝐿)2 + 

133.5[𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛1 − 46.6[𝐺𝐺𝐶𝐶]𝜅𝜅𝑤𝑤 + 7.78 
(18) 

 650 

The resulting predictive equation has a high correlation coefficient R2 of 0.96 as shown in Fig. 22, 651 

which indicates again the importance of particle connectivity and contact quality in heat transfer.  652 

 653 

 654 
Fig. 22 The relationship between [𝐺𝐺𝑇𝑇]𝑐𝑐𝑛𝑛𝑛𝑛1 (weighted closeness centrality normalised by [|V|(|V| −655 
1)]/2, [GT]LC  (local clustering coefficient) and ETC (https://wenbinfei.github.io/research_demos/5-656 
sphere-network-features/). 657 

 658 

4 Conclusion 659 

A framework is proposed to select essential features (or new ‘variables') which can be used to predict 660 

ETC. By computing the individual feature relevance to the ETC in mono-disperse and poly-disperse 661 

packings, we found individual network features can be alternatives to other classic or traditional 662 

parameters (such as porosity) when predicting ETC for mono-disperse and poly-disperse packings 663 
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respectively. Moreover, the correlations of features to ETC is higher in simpler mono-disperse packings 664 

than that in poly-disperse packings. By comparing the performance of individual contact network 665 

features and thermal network features on ETC, we found cluster and cycle features derived from the 666 

contact network to be more relevant than those arising from the thermal network.  In contrast, centrality 667 

and scale features from the thermal network are more relevant than those from the contact network.  668 

In order to analyse the general feature importance in a model that predicts the ETC in more extensive 669 

data set, the correlation of individual features with ETC was studied for combined mono-disperse and 670 

poly-disperse packings. Weighted degree  [𝐺𝐺𝑐𝑐]𝜅𝜅𝜅𝜅 , normalised weighted closeness centrality 671 

[𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛𝑛𝑛1and local clustering coefficient[𝐺𝐺𝑐𝑐]𝐿𝐿𝐿𝐿 from contact networks can still be used as individual 672 

features to predict ETC. Despite an individual thermal network feature rendering a relatively lower 673 

correlation to the ETC, random forest regression model with multiple thermal network features can 674 

achieve similar accuracy as that when using either an individual or multiple contact network features. 675 

The network feature involving both particle connectivity and contact quality always performs well in 676 

both small dataset size (mono-disperse packing or poly-disperse packing) and larger dataset size 677 

(combined mono-disperse and poly-disperse packings).  678 

As computed tomography (CT) can be used to scan real granular materials and reconstruct their 679 

geometry [44], future work can expand on extracting the network features from these real materials and 680 

investigate the correlation with ETC. 681 
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Appendix 855 
Appendix 1 Contact network feature importance  856 

Type NO. Notation Mono-disperse packings Poly-disperse packings 
Score Model Score Model 

Classic 

1 𝑛𝑛 0.9995 Quadratic polynomial 0.9979 Linear 
2 𝛾𝛾 0.9988 Exponential 0.9951 Exponential 
3 𝐶𝐶𝑢𝑢 0.0000 Quadratic polynomial 0.0289 Quadratic polynomial 
4 𝐶𝐶𝑐𝑐 0.0000 Quadratic polynomial 0.0012 Linear 

Centrality 

5 [𝐺𝐺𝑐𝑐]𝜅𝜅  0.9986 Power 0.9871 Quadratic polynomial 
6 [𝐺𝐺𝑐𝑐]𝜅𝜅𝑤𝑤 0.9990 Quadratic polynomial 0.9949 Cubic Polynomial 
7 [Gc]C 0.9945 Logarithmic 0.9345 Logarithmic 
8 [Gc]Cn1 0.2251 Linear 0.9131 Logarithmic 
9 [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛2 0.9971 Linear 0.9677 Logarithmic 

10 [𝐺𝐺𝑐𝑐]𝐶𝐶𝑤𝑤 0.9982 Exponential 0.9339 Linear 
11 [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛𝑛𝑛1 0.9992 Linear 0.9652 Quadratic polynomial 
12 [𝐺𝐺𝑐𝑐]𝐶𝐶𝑛𝑛𝑛𝑛2 0.9989 Quadratic polynomial 0.9777 Quadratic polynomial 
13 [𝐺𝐺𝑐𝑐]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9939 Logarithmic 0.9259 Logarithmic 
14 [𝐺𝐺𝑐𝑐]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9972 Quadratic polynomial 0.9707 Quadratic polynomial 
15 [𝐺𝐺𝑐𝑐]𝐵𝐵𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9864 Quadratic polynomial 0.9039 Logarithmic 

16 [𝐺𝐺𝑐𝑐]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9965 Exponential 0.9665 Exponential 
17 [𝐺𝐺𝑐𝑐]𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.4738 Power 0.7695 Exponential 
18 [𝐺𝐺𝑐𝑐]

𝐵𝐵𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.9983 Quadratic polynomial 0.9811 Cubic Polynomial 

19 [𝐺𝐺𝑐𝑐]
𝐵𝐵𝑤𝑤
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.3120 Exponential 0.8253 Exponential 

20 [𝐺𝐺𝑐𝑐]
𝐵𝐵𝑛𝑛𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.9983 Cubic Polynomial 0.9803 Cubic Polynomial 

21 [𝐺𝐺𝑐𝑐]
𝐵𝐵𝑤𝑤
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  0.2567 Power 0.4748 Logarithmic 

22 [𝐺𝐺𝑐𝑐]
𝐵𝐵𝑛𝑛𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  0.9679 Exponential 0.9269 Quadratic polynomial 

23 [𝐺𝐺𝑐𝑐]𝐸𝐸 0.4256 Exponential 0.2324 Exponential 
24 [𝐺𝐺𝑐𝑐]𝐸𝐸𝑤𝑤 0.9283 Quadratic polynomial 0.3574 Power 

Network 
scale 

25 𝐺𝐺𝜌𝜌𝑐𝑐 0.6126 Exponential 0.3729 Power 
26 𝐺𝐺𝐷𝐷𝑐𝑐  0.0006 Logarithmic 0.3147 Exponential 
27 𝐺𝐺𝐷𝐷𝑛𝑛

𝑐𝑐  0.8955 Logarithmic 0.9323 Power 
28 [𝐺𝐺𝑐𝑐]𝑃𝑃𝑤𝑤 0.9731 Power 0.9010 Power 
29 [𝐺𝐺𝑐𝑐]𝑃𝑃𝑤𝑤

tp  0.9727 Power 0.8438 Power 

Clustering 30 𝐺𝐺𝑐𝑐𝐺𝐺𝐺𝐺 0.9942 Quadratic polynomial 0.9840 Exponential 
31 [𝐺𝐺𝑐𝑐]𝐿𝐿𝐿𝐿 0.9880 Quadratic polynomial 0.9801 Quadratic polynomial 

Cycles 
32 𝐺𝐺3𝐶𝐶𝑐𝑐  0.9985 Quadratic polynomial 0.9869 Quadratic polynomial 
33 [𝐺𝐺𝑐𝑐]3𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9978 Quadratic polynomial 0.9898 Quadratic polynomial 
34 [𝐺𝐺𝑐𝑐]3𝐶𝐶edge 0.9968 Quadratic polynomial 0.9893 Linear 
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Appendix 2 Thermal network feature importance  859 

Type NO. Notation Mono-disperse packings Poly-disperse packings 
Score Model Score Model 

Classic 

1 𝑛𝑛 0.9995 Quadratic polynomial 0.9979 Linear 
2 𝛾𝛾 0.9988 Exponential 0.9951 Exponential 
3 𝐶𝐶𝑢𝑢 0.0000 Quadratic polynomial 0.0289 Quadratic polynomial 
4 𝐶𝐶𝑐𝑐 0.0000 Quadratic polynomial 0.0009 Logarithmic 

Centrality 

5 [𝐺𝐺𝑇𝑇]𝜅𝜅 0.9939 Linear 0.9363 Logarithmic 
6 [𝐺𝐺𝑇𝑇]𝜅𝜅𝜅𝜅 0.9992 Quadratic polynomial 0.9905 Quadratic polynomial 
7 [GT]C 0.9957 Logarithmic 0.8682 Logarithmic 
8 [GT]Cn1 0.9525 Logarithmic 0.1295 Quadratic polynomial 
9 [𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛2 0.9958 Logarithmic 0.9010 Cubic Polynomial 

10 [𝐺𝐺𝑇𝑇]𝐶𝐶𝑤𝑤 0.3390 Linear 0.9169 Exponential 
11 [𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛1 0.9967 Cubic Polynomial 0.9929 Exponential 
12 [𝐺𝐺𝑇𝑇]𝐶𝐶𝑛𝑛𝑛𝑛2 0.9984 Quadratic polynomial 0.9854 Quadratic polynomial 
13 [𝐺𝐺𝑇𝑇]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9953 Logarithmic 0.8617 Logarithmic 
14 [𝐺𝐺𝑇𝑇]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9955 Logarithmic 0.9013 Cubic Polynomial 
15 [𝐺𝐺𝑇𝑇]𝐵𝐵𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9942 Logarithmic 0.6195 Linear 
16 [𝐺𝐺𝑇𝑇]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9972 Quadratic polynomial 0.9506 Cubic Polynomial 
17 [𝐺𝐺𝑇𝑇]𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.9825 Logarithmic 0.0373 Logarithmic 

18 [𝐺𝐺𝑇𝑇]
𝐵𝐵𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.9958 Logarithmic 0.9261 Cubic Polynomial 

19 [𝐺𝐺𝑇𝑇]
𝐵𝐵𝑤𝑤
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.9792 Logarithmic 0.5534 Exponential 

20 [𝐺𝐺𝑇𝑇]
𝐵𝐵𝑛𝑛𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.9970 Quadratic polynomial 0.9459 Logarithmic 

21 [𝐺𝐺𝑇𝑇]
𝐵𝐵𝑤𝑤
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  0.6845 Cubic Polynomial 0.0747 Exponential 

22 [𝐺𝐺𝑇𝑇]
𝐵𝐵𝑛𝑛𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  0.9289 Logarithmic 0.8540 Cubic Polynomial 

23 [𝐺𝐺𝑇𝑇]𝐸𝐸 0.8378 Logarithmic 0.1361 Linear 
24 [𝐺𝐺𝑇𝑇]𝐸𝐸𝑤𝑤 0.3541 Cubic Polynomial 0.3570 Logarithmic 

Network 
scale 

25 𝐺𝐺𝜌𝜌𝑇𝑇 0.9856 Linear 0.1210 Logarithmic 
26 𝐺𝐺𝐷𝐷𝑇𝑇 0.0450 Logarithmic 0.0002 Logarithmic 
27 𝐺𝐺𝐷𝐷𝑛𝑛

𝑇𝑇  0.9335 Exponential 0.6939 Linear 
28 [𝐺𝐺𝑇𝑇]𝑃𝑃𝑤𝑤 0.9958 Cubic Polynomial 0.9839 Power 
29 [𝐺𝐺𝑇𝑇]𝑃𝑃𝑤𝑤tp 0.9932 Cubic Polynomial 0.9665 Cubic Polynomial 

Clustering 30 𝐺𝐺𝑇𝑇𝐺𝐺𝐺𝐺 0.9862 Quadratic polynomial 0.9248 Logarithmic 
31 [𝐺𝐺𝑇𝑇]𝐿𝐿𝐿𝐿 0.9785 Quadratic polynomial 0.9218 Logarithmic 

Cycles 
32 𝐺𝐺3𝐶𝐶𝑇𝑇  0.9955 Quadratic polynomial 0.9321 Quadratic polynomial 
33 [𝐺𝐺𝑇𝑇]3𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.9925 Quadratic polynomial 0.9309 Logarithmic 
34 [𝐺𝐺𝑇𝑇]3𝐶𝐶edge 0.9913 Linear 0.9260 Logarithmic 
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Appendix 3 Feature importance in combined samples 862 

Type NO. Notation Contact network Thermal network 
Score Model Score Model 

Classic 

1 𝑛𝑛 0.9819 Linear 0.9819 Linear 
2 𝛾𝛾 0.9599 Exponential 0.9599 Exponential 
3 𝐶𝐶𝑢𝑢 0.0004 Logarithmic 0.0004 Logarithmic 
4 𝐶𝐶𝑐𝑐 0.0088 Quadratic polynomial 0.0088 Quadratic polynomial 

Centrality 

5 [𝐺𝐺∗]𝜅𝜅 0.6441 Logarithmic 0.6428 Cubic Polynomial 
6 [𝐺𝐺∗]𝜅𝜅𝑤𝑤 0.9877 Quadratic polynomial 0.7427 Logarithmic 
7 [G∗]C 0.6323 Cubic Polynomial 0.7092 Cubic Polynomial 
8 [G∗]Cn1 0.5785 Cubic Polynomial 0.4619 Cubic Polynomial 
9 [𝐺𝐺∗]𝐶𝐶𝑛𝑛2 0.4941 Cubic Polynomial 0.4708 Cubic Polynomial 

10 [𝐺𝐺∗]𝐶𝐶𝑤𝑤 0.7895 Power 0.6152 Cubic Polynomial 
11 [𝐺𝐺∗]𝐶𝐶𝑛𝑛𝑛𝑛1 0.9622 Quadratic polynomial 0.6870 Quadratic polynomial 
12 [𝐺𝐺∗]𝐶𝐶𝑛𝑛𝑛𝑛2 0.9205 Cubic Polynomial 0.7631 Logarithmic 
13 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.7217 Cubic Polynomial 0.5765 Cubic Polynomial 
14 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.4594 Linear 0.4422 Cubic Polynomial 
15 [𝐺𝐺∗]𝐵𝐵𝑤𝑤𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.6619 Cubic Polynomial 0.4658 Cubic Polynomial 
16 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.4339 Linear 0.4592 Linear 
17 [𝐺𝐺∗]𝐵𝐵𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.5118 Cubic Polynomial 0.3646 Cubic Polynomial 
18 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.5009 Linear 0.4282 Cubic Polynomial 

19 [𝐺𝐺∗]𝐵𝐵𝑤𝑤𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.5084 Cubic Polynomial 0.6692 Quadratic polynomial 

20 [𝐺𝐺∗]𝐵𝐵𝑛𝑛𝑛𝑛𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 0.4893 Linear 0.4113 Cubic Polynomial 

21 [𝐺𝐺∗]
𝐵𝐵𝑤𝑤
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  0.1215 Logarithmic 0.0175 Logarithmic 

22 [𝐺𝐺∗]
𝐵𝐵𝑛𝑛𝑛𝑛
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑡𝑡𝑡𝑡  0.3906 Linear 0.1994 Linear 

23 [𝐺𝐺∗]𝐸𝐸 0.2434 Cubic Polynomial 0.2151 Logarithmic 
24 [𝐺𝐺∗]𝐸𝐸𝑤𝑤 0.1151 Linear 0.1851 Cubic Polynomial 

Network 
scale 

25 𝐺𝐺𝜌𝜌∗ 0.2888 Cubic Polynomial 0.3318 Cubic Polynomial 
26 𝐺𝐺𝐷𝐷∗  0.0138 Logarithmic 0.0016 Logarithmic 
27 𝐺𝐺𝐷𝐷𝑛𝑛

∗  0.4796 Linear 0.3857 Linear 
28 [𝐺𝐺∗]𝑃𝑃𝑤𝑤 0.8965 Power 0.6198 Quadratic polynomial 
29 [𝐺𝐺∗]𝑃𝑃𝑤𝑤𝑡𝑡𝑡𝑡 0.8429 Power 0.5002 Cubic Polynomial 

Clustering 30 𝐺𝐺∗𝐺𝐺𝐺𝐺 0.6947 Logarithmic 0.6574 Cubic Polynomial 
31 [𝐺𝐺∗]𝐿𝐿𝐿𝐿 0.9609 Quadratic polynomial 0.6156 Linear 

Cycles 
32 𝐺𝐺3𝐶𝐶∗  0.5638 Logarithmic 0.4588 Cubic Polynomial 
33 [𝐺𝐺∗]3𝐶𝐶𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 0.7279 Logarithmic 0.5971 Cubic Polynomial 
34 [𝐺𝐺∗]3𝐶𝐶edge 0.7593 Logarithmic 0.5740 Cubic Polynomial 
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List of Figures 865 

Fig. 1. Mono-disperse and poly-disperse sphere packings are generated in step 1. Heat transfer is 866 
simulated using the finite element method to calculate the effective thermal conductivity (ETC) in step 867 
2. In step 3, a contact network and a thermal network are constructed for each packing; then complex 868 
network theory is used to extract network features. In step 4, classic physical parameters, network 869 
features and ETC are collected. Machine learning techniques are used to select the proper model for 870 
each feature to find its correlation coefficient with ETC in step 5. Finally, the relative importance of 871 
each feature is computed and compared. 872 

Fig. 2. Sphere packings are generated in PFC (a) mono-disperse packing, (b) poly-disperse packing. 873 
Both of the two packings have the porosity of 0.28. 874 

Fig. 3. Finite element mesh and heat transfer simulation results (a) mesh generated from Simpleware 875 
ScanIP, (b) temperature distribution, and (c) heat flux distribution. 876 

Fig. 4. Heat conducts through not only the physical contact(s) between particles (path 2) but also 877 
through the pore space (paths 3, 4 and 5). Hence, an edge is also assigned to the near-contact in a thermal 878 
network. 879 

Fig. 5. Example of the same contact network and its different centrality values for nodes: (a) Degree, 880 
(b) Closeness centrality, (c) Betweenness centrality and (d) Eigenvector centrality. Each definition of 881 
centrality highlights different significances of centrality at nodes. The colour shows the value of each 882 
feature, red means high value while blue represents low value. 883 

Fig. 6. Network diameter and average shortest path length can indicate the network structure: (a) a ring 884 
type network and (b) and tree like network with the same number of nodes shown as examples. 885 

Fig. 7.  Clustering features example:  an integrated network (a) shows lower clustering coefficients than 886 
a fractured network (b). 887 

Fig. 8. Computed ETC for mono-disperse and poly-disperse packings in this work (solid symbols) show 888 
good agreement with those found in the literature (hollow symbols). 889 

Fig. 9. Networks of the poly-disperse sample with porosity 0.246: (a) Contact network, (b) Thermal 890 
network. The colour at nodes represents the node weighted closeness centrality while the colour at edges 891 
represents the type of edge (red edges represent particle contacts while the blue edges represent near-892 
contacts). The node size is scaled by particle radius. 893 

Fig. 10. Scores between contact network features and ETC (feature numbers corresponds to those in 894 
Table 2) 895 

Fig. 11. The relationship between ETC and contact network centrality features: (a) Degree (= 896 
coordination number), (b) Weighted degree, (c) Weighted closeness centrality normalised by 897 
[|𝑉𝑉|(|𝑉𝑉| − 1)]/2, and (d) Normalised edge betweenness centrality. Points in the figure represent the 898 
data used to train models while lines represent the predicted values from selected models. 899 

Fig. 12. ETC decreases when increasing the average weighted shortest path. Points in the figure 900 
represent the data used to train models while lines represent the predicted values from selected models. 901 

Fig. 13. The relationship between ETC and (a) Global clustering coefficient and (b) 3-cycle. Points in 902 
the figure represent the data used to train models while lines represent the predicted values from selected 903 
models. 904 

Fig. 14. Scores between thermal network features and ETC (feature numbers are corresponding to Table 905 
2) 906 

Fig. 15. The relationship between ETC and thermal network centrality features: (a) Degree, (b) 907 
Weighted degree, (c) Weighted closeness centrality normalised by [|𝑉𝑉|(|𝑉𝑉| − 1)]/2 , and (d) 908 
Normalised edge betweenness centrality. Points in the figure represent the data used to train models 909 
while lines represent the predicted values from selected models. 910 
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Fig. 16. ETC monotonically and smoothly decreases with the increasing average weighted shortest path 911 
GTPw calculated from a thermal network. 912 

Fig. 17. The relationship between ETC and (a) Global clustering coefficient and (b) 3-cycle. Points in 913 
the figure represent the data used to train models while lines represent the predicted values from selected 914 
models. 915 

Fig. 18. A heatmap shows the score of correlation between a different pair of features in poly-disperse 916 
packings. Feature 0 is the ETC and other feature numbers refer to Table 2. 917 

Fig. 19. Scores between network features and ETC in combined packings. The feature numbers are 918 
corresponding to Table 2. 919 

Fig. 20. The relationship between weighted degree from contact network and ETC.s 920 

Fig. 21. Network feature importance in random forest regression models. (a) Contact network (b) 921 
Thermal network 922 

Fig. 22. The relationship between [𝐺𝐺𝑇𝑇]𝑐𝑐𝑛𝑛𝑛𝑛1 (weighted closeness centrality normalised by [|V|(|V| −923 
1)]/2, [GT]LC  (local clustering coefficient) and ETC (https://wenbinfei.github.io/research_demos/5-924 
sphere-network-features/). 925 
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